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Peering In 
What drives the model to make predictions?
How to develop a fraud detector giving 
high-quality predictions and explanations 
simultaneously?

Our contributions:

1. Propose NGS to search the optimized 
message passing graph structure.
2. The meta-graphs offer explanations.

Methodology
The message passing scheme of GNN:

relation the message is passed along, when 
dealing with multi-relation graph

Use meta-graph to describe which

NGS

We relax the discrete edge type selection to 
be continuous like DARTS.

Ref: Yuhui Ding, et al, KDD 2021. DiffMG: Differentiable Meta Graph Search for Heterogeneous Graph Neural Networks.
Hanxiao Liu, et al, ICLR 2019. DARTS: Differentiable Architecture Search.

Search space:

Optimization:

Experiments
Two real-world graph-based  
fraud detection datasets Amazon 
and YelpChi are adopted to 
validate NGS’s performance.

Compared with various baselines, NGS exceeding or 
matching performance across all of them.

Explainability

Amazon 
No relation is involved;
User attributes are the key to identifying fraudsters.

Yelpchi

R-U-R relation is highly relevant to fraud detection;
Suggesting a typical default phenomenon: click farming.
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