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Abstract
In this paper, we reveal that existing Differentially Private Graph

Neural Networks (DP-GNNs) are not effective against Graph Re-

construction Attack (GRA). We further attribute the ineffectiveness

of existing DP-GNNs against GRA to their unstructured pertur-

bation mechanism, which only induces unidirectional shift in the

embedding similarity distribution. Specifically, this perturbation

mechanism tends to decrease the embedding similarity of all node

pairs without significantly disrupting the relative ranking, thus

allowing GRA to still reconstruct the original graph structure by

leveraging the relative ranking of similarities. To address this, we

propose a novel Differentially PrivateGraph Neural Network based
on Structured Perturbation (GRASP). Specifically, we observe that

independent noise tends to decrease the embedding similarity, while

identical noise tends to increase it. By integrating these two types

of noise using a Bernoulli technique, we introduce a simple yet

effective structured perturbation mechanism, which promotes bidi-

rectional shift in the embedding similarity distribution, thereby

effectively disrupting the relative ranking and defending against

GRA. Extensive experiments on eight benchmark datasets demon-

strate that GRASP effectively defends against GRA. Furthermore,

GRASP achieves a superior privacy-utility trade-off compared to

existing graph structure protection methods. The implementation

of GRASP is available at https://github.com/ZhiyuZone/GRASP/.

CCS Concepts
• Security and privacy→ Social network security and privacy;
• Mathematics of computing→ Graph algorithms.
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1 Introduction
With the wide deployment of Graph Neural Networks (GNNs) [13,

14, 20–22, 34, 40], their security concerns have become increasingly

prominent [4, 17–19, 28, 41]. Since GNNs take graph data as input,

their output may inadvertently leak sensitive graph structural infor-

mation. This security risk has been empirically validated through

Graph Reconstruction Attacks (GRA) [8, 41–43, 45], which aim to

recover the original graph structure from the output of GNNs. GRA

can achieve this goal solely by measuring the embedding similarity

of node pairs [5, 10, 37].

To protect sensitive graph structure, recent studies have intro-

duced edge-level Differential Privacy (DP) [1, 6] into GNNs and

proposed DP-GNNs [3, 30, 36, 38]. As representative DP-GNN

methods, GAP [30], DPDGC [3], and PMP [38] adopt an aggre-

gation perturbation mechanism, which adds Gaussian noise at each

GNN layer to independently perturb the aggregated node embed-

dings. Compared to other graph structure protection methods, such

as regularization-based techniques [35, 45], the advantage of DP-

GNNs lies in their ability to provide protection at both training and

inference stages, with formal privacy guarantees and low computa-

tional overhead [30]. Therefore, DP-GNNs are widely recognized

as advanced privacy protection methods for graph structure.

However, our empirical results surprisingly reveal that current

state-of-the-art DP-GNNs [3, 30] are not effective against GRA.

Specifically, we integrate the popular aggregation perturbation

mechanism into a basic Graph Convolutional Network (GCN) [14]

by adding independent Gaussian noise to the aggregated node em-

beddings at each GCN layer. After training, we perform a similarity-

based GRA [5, 10, 37] on the trained GCN, where the probability

of each edge in the reconstructed graph structure is derived from

https://github.com/ZhiyuZone/GRASP/
https://creativecommons.org/licenses/by-nc-sa/4.0/legalcode
https://creativecommons.org/licenses/by-nc-sa/4.0/legalcode
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(a) Privacy-utility trade-off on the PubMed dataset.

(b) Privacy-utility trade-off on the Computer dataset.

Figure 1: Privacy-utility trade-off of the aggregation perturba-
tionmechanism adopted by existing DP-GNNs under varying
standard deviations 𝜎 of Gaussian noise. Privacy is evaluated
by the performance of similarity-based GRA with the AUC
metric, while utility is evaluated by the performance of node
classification tasks with the ACC metric.

the embedding similarity of all node pairs, and the AUC metric is

used to evaluate the binary classification performance of the attack.

The results are shown in Figure 1. It can be observed that as the

Gaussian noise increases, the model’s performance in downstream

tasks significantly decreases. However, the performance of GRA

does not significantly decrease, and even unexpectedly increases

in some cases. This empirical study demonstrates that the aggrega-

tion perturbation mechanism adopted by existing DP-GNNs fails

to achieve an effective privacy-utility trade-off when evaluating

the performance of graph structure protection against GRA. This

ineffectiveness does not align with the original goal of differential

privacy protection for graph structure.

Based on the above observations, we further attribute the inef-

fectiveness of existing DP-GNNs against GRA to their unstructured

perturbation mechanism, which only induces unidirectional shift

in the embedding similarity distribution. Specifically, the aggrega-

tion perturbation mechanism adopted by existing DP-GNNs injects

independent additive Gaussian noise into each node embedding

in GNNs. This unstructured perturbation mechanism uniformly

injects noise and tends to decrease the embedding similarity of all

node pairs without significantly disrupting the relative ranking.

Therefore, at low perturbation intensity, similarity-based GRA [37]

can still reconstruct the original graph structure by leveraging the

relative ranking of embedding similarities. At high perturbation

intensity, the embedding similarity of all node pairs is distributed

at a low level, which effectively defends against GRA but severely

distorts node embeddings, thereby harming downstream task per-

formance. Overall, existing DP-GNNs fail to achieve an effective

privacy-utility trade-off in defending against GRA due to the inher-

ent flaw of their unstructured perturbation mechanism.

To address the limitations of existing DP-GNN methods, we pro-

pose a novel Differentially Private Graph Neural Network with

Structured Perturbation (GRASP). Specifically, we reveal that inde-

pendent noise tends to decrease the embedding similarity, while

identical noise tends to increase it. To fully perturb the embed-

ding similarity distribution by leveraging both types of noise, we

propose a structured perturbation implemented by a simple yet

effective Bernoulli technique, where each node embedding is ran-

domly perturbed by either independent or identical noise with a

predefined probability. This structured perturbation mechanism

integrates the advantages of both types of noise, thereby promot-

ing a bidirectional shift in the embedding similarity distribution.

Compared to existing DP-GNN methods, our proposed method can

more effectively disrupt the relative ranking of embedding sim-

ilarities, thereby defending against GRA and achieving a better

privacy-utility trade-off. It is noteworthy that our proposed GRASP

inherits the advantages of existing DP-GNN methods, providing

protection during both training and inference with formal privacy

guarantees. Moreover, GRASP is a model-agnostic approach that

can be flexibly combined with any GNN architecture. Extensive

experiments conducted on eight benchmark datasets demonstrate

that GRASP effectively defends against GRA. Furthermore, com-

pared with existing graph structure protection methods, GRASP

achieves an outstanding privacy-utility trade-off.

In summary, our contributions can be listed as follows:

• We attribute the ineffectiveness of existing DP-GNNs against

GRA to their unstructured perturbation, which only induces

a unidirectional shift in the embedding similarity.

• We propose a novel DP-GNN based on structured perturba-

tion, which promotes a bidirectional shift in the embedding

similarity and effectively defends against GRA.

• Extensive experiments are conducted to validate that our

proposed method achieves a superior privacy-utility trade-

off in defending against GRA.

2 Preliminaries
2.1 Graph Neural Networks
A graph is denoted as G = {V, E}, where the node set V =

{𝑣1, . . . , 𝑣𝑁 } comprises 𝑁 nodes and the edge set E = {𝑒1, . . . , 𝑒𝐸 }
comprises 𝐸 edges. Each node has a 𝐷-dimensional feature vector,

denoted as X ∈ R𝑁×𝐷
. The graph structure of G can be repre-

sented as an adjacency matrix A ∈ {0, 1}𝑁×𝑁
, where A𝑖 𝑗 = 1 if

(𝑖, 𝑗) ∈ E. Additionally, we denote all node labels as one-hot vectors
Y ∈ {0, 1}𝑁×𝐶

, where 𝐶 is the number of classes.

The learning process of GNNs is typically formulated as amessage-

passing mechanism that iteratively aggregates information from a

node’s neighbors. For node 𝑣𝑖 , the set of its neighbors is denoted

as N(𝑣𝑖 ) = {𝑣 𝑗 |A𝑖 𝑗 = 1}. In the 𝑙-th layer, the node embeddings

H(𝑙 ) ∈ R𝑁×𝑑
are computed by updating the node embeddings from

the previous layer H(𝑙−1)
according to the formulation:

H(𝑙 )
𝑖

= UPDATE

(
AGG

(
{H(𝑙−1)

𝑗
|𝑣 𝑗 ∈ N (𝑣𝑖 )}

))
. (1)

Here, N(𝑣𝑖 ) = N(𝑣𝑖 ) ∪ {𝑣𝑖 } denotes node 𝑣𝑖 ’s extended neighbor-

hood. AGG(·) represents the aggregation function, which combines

the information from neighboring nodes. The UPDATE(·) function
transforms the aggregated information into new node embeddings.
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2.2 Graph Reconstruction Attacks
Graph Reconstruction Attacks (GRA) [41, 43, 45] aim to recover the

underlying structure of a graph, typically based on prior knowledge

and a trained GNN. These attacks can be considered as edge-level

membership inference attacks (MIA) [28, 41].

Definition 1 (Graph Reconstruction Attack). Given a set
of prior knowledge K and a trained GNN 𝑓𝜃 ∗ , Graph Reconstruction
Attack seeks to recover the original adjacency matrix Â∗ of the corre-
sponding input graph G. Specifically, the attack aims to maximize
the likelihood of the graph’s adjacency matrix as follows:

Â∗ = arg max

Â
𝑃 (Â|𝑓𝜃 ∗ ,K), (2)

where 𝑃 (·) denotes the attack method that generates Â, and K repre-
sents a subset of the available knowledge, including node features X,
labels Y, node embeddings H, or predicted labels Ŷ.

One type of GRA relies solely on the similarity between node em-

beddings [5, 10, 37]. Node pairs with high embedding similarity are

more likely to be connected with an edge. Given node embeddings

H𝑖 and H𝑗 , the attack predicts the likelihood of an edge between 𝑣𝑖
and 𝑣 𝑗 based on their similarity:

Â∗
𝑖 𝑗 = 𝜎 (Sim(H𝑖 ,H𝑗 )), (3)

where 𝜎 (·) is the activation function, and Sim(·, ·) is a similarity

function that typically uses cosine or correlation similarity, both

of which have been proven to be effective in prior research [5,

10, 37]. This similarity-based GRA is a simple yet effective attack

strategy without requiring other prior knowledge. In this paper,
we mainly focus on defending against this type of attack.

2.3 Differentially Private GNNs
Differential privacy (DP) [1, 6] protects data privacy by ensuring

that the output of a computation does not change significantly

when any single data point is added or removed from the dataset.

To safeguard the privacy of graph data, DP has been integrated into

GNNs, leading to the development of DP-GNNs [3, 30, 36, 38]. In

particular, the concept of edge-level DP [30] has been introduced

specifically to protect the structure of the graph.

Definition 2 (Edge-Level Differential Privacy). Let G and
G′ be two graphs that are edge-level adjacent, meaning that G and
G′ differ by at most one edge. An algorithmA is said to satisfy (𝜖, 𝛿)-
edge-level differential privacy if, for every pair of G and G′, and for
any set of possible outputs 𝑆 , the following condition holds:

Pr[A(G) ∈ 𝑆] ≤ 𝑒𝜖 Pr[A(G′) ∈ 𝑆] + 𝛿. (4)

Here, the parameter 𝜖 > 0 is the privacy budget, with smaller values
of 𝜖 providing stronger privacy guarantees. The parameter 𝛿 > 0

represents the probability that the privacy guarantee may fail.

To achieve edge-level DP in GNNs, recent studies have intro-

duced an aggregation perturbation mechanism [3, 30, 38]. The core

of this mechanism is to add independent Gaussian noise to each

node embedding during the aggregation process of GNNs. Specifi-

cally, for each node 𝑣𝑖 in the 𝑙-th layer, the aggregation perturbation

process is formulated as follows:

H(𝑙 )
𝑖

= UPDATE

(
AGG

(
{H(𝑙−1)

𝑗
|𝑣 𝑗 ∈ N (𝑣𝑖 )}

)
+ n(𝑙 )

𝑖

)
. (5)

Here, AGG(·) aggregates information from neighboring nodes and

then adds Gaussian noise n𝑖 ∼ N(0, 𝜎2I𝑑 ) with zero mean and

covariance 𝜎2I𝑑 , where I𝑑 is the 𝑑-dimensional identity matrix.

3 Structured Perturbation
In this section, we characterize the independent noise used in ex-

isting DP-GNNs as unstructured perturbation, meaning that the

noise is patternless and lacks any systematic structure. Our analy-

sis reveals that such unstructured perturbation possesses inherent

limitations in defending against GRA. In contrast, our proposed

structured perturbation, which incorporates specifically designed

intrinsic patterns, can effectively defend against GRA.

3.1 Limitations of Existing DP-GNNs
Our experiments shown in Figure 1 indicate that existing DP-GNNs

cannot defend against GRA. As a simple yet effective attack strat-

egy, similarity-based GRA reconstructs the original graph structure

solely by measuring the embedding similarity of node pairs. There-

fore, to further explore the reasons behind the ineffectiveness of

existing DP-GNNs against GRA, we conducted experiments to ex-

amine the specific impact of independent noise on the distribution

of embedding similarity.

Specifically, we trained a basic Graph Convolutional Network

(GCN) [14] on the Cora dataset to obtain the trained model 𝑓𝜃 ∗ ,

which generates node embeddings H = 𝑓𝜃 ∗ (X,A). Then, we added
independent Gaussian noise to the embeddings, where the noise

for each node embedding is represented by ni ∼ N(0, 𝜎2I𝑑 ), with
I𝑑 being the identity matrix of size 𝑑 . The noisy embeddings are

denoted as H̃𝑖 = H𝑖 + n𝑖 . Afterward, we calculated the embedding

similarity of all node pairs using cosine similarity:

Sim(H̃𝑖 , H̃𝑗 ) =
H̃𝑖 · H̃𝑗

∥H̃𝑖 ∥∥H̃𝑗 ∥
=

(H𝑖 + n𝑖 ) · (H𝑗 + n𝑗 )
∥H𝑖 + n𝑖 ∥∥H𝑗 + n𝑗 ∥

. (6)

We investigated the impact of independent Gaussian noise on node

embedding similarity distributions using kernel density estimation

(KDE), as shown in Figure 2a. Our analysis yields three key findings:

• Baseline Performance (𝜎 = 0): In the noiseless case, adja-

cent node pairs exhibit much higher embedding similarity

than non-adjacent pairs. This distinction enables GRA to

effectively reconstruct the original graph structure based

on similarity ranking. The performance of GRA (edge-level

binary classification) is measured with the AUC metric.

• Noise-Induced Similarity Shift: As the noise intensity

(standard deviation 𝜎) increases, we observe a consistent

leftward shift in the similarity distributions of all node pairs,

converging toward zero. This aligns with the theoretical

expectation that the cosine similarity between independent

Gaussian noise vectors approaches zero.

• Differentiated Noise Impact: Importantly, the similarity

distributions of non-adjacent node pairs remain stable un-

der noise, as their initial similarity is already near zero. In

contrast, adjacent pairs are more sensitive: their similarity

distribution shifts toward that of non-adjacent pairs as 𝜎 in-

creases. This asymmetry suggests that independent Gaussian

noise primarily disrupts high-similarity pairs while leaving

low-similarity pairs relatively unaffected.
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(a) Similarity distribution shift under independent Gaussian noise.

(b) Similarity distribution shift under identical Gaussian noise.

(c) Similarity distribution shift under the integration of independent and identical Gaussian noise.

Figure 2: Embedding similarity distribution for adjacent (red curve) and non-adjacent (blue curve) node pairs under three types
of Gaussian noise mechanisms with varying standard deviations. The performance of GRA is evaluated with the AUC metric.
As unstructured perturbations, independent or identical Gaussian noise can only induce unidirectional shifts in embedding
similarity. In contrast, our proposed structured perturbation integrates these two types of noise using a Bernoulli technique,
promoting bidirectional shifts in embedding similarity and effectively defending against GRA.

These findings highlight the limitations of the unstructured per-

turbation mechanism adopted by existing DP-GNNs in defending

against GRA, which only induces unidirectional shift in the em-

bedding similarity distribution. At low noise levels, the similarity

of adjacent node pairs remains distinguishable from that of non-

adjacent node pairs, making similarity-based GRA still effective.

While high noise intensities eventually collapse all similarities to

zero, this comes at the cost of severe embedding distortion.

3.2 Beyond Unstructured Perturbation
To better perturb low-similarity node pairs, we investigate an iden-

tical noise mechanism. Instead of applying independent noise n𝑖 ,
we inject identical Gaussian noise n̄ ∼ N(0, 𝜎2I𝑑 ) to all node em-

beddings, yielding perturbed embeddings H̃𝑖 = H𝑖 + n̄. The cosine
similarity between perturbed node embeddings is computed as:

Sim(H̃𝑖 , H̃𝑗 ) =
H̃𝑖 · H̃𝑗

∥H̃𝑖 ∥∥H̃𝑗 ∥
=

(H𝑖 + n̄) · (H𝑗 + n̄)
∥H𝑖 + n̄∥∥H𝑗 + n̄∥ . (7)

Similarly, we visualize the embedding similarity distribution using

KDE in Figure 2b. Identical noise shows an inverse effect compared

to independent noise, systematically increasing the embedding sim-

ilarity of all node pairs. Despite introducing only a single noise

vector (which seems less disruptive to sensitive information), identi-

cal noise still achieves comparable confusion effects as independent

noise on embedding similarity between adjacent and non-adjacent

node pairs, reflected by the AUC metric measuring GRA perfor-

mance. This counterintuitive effectiveness of identical noise chal-

lenges conventional assumption about the independence of noise

in DP frameworks for graph structure protection.

Based on the above analysis, we reveal that independent noise pri-

marily reduces the similarities of high-similarity pairs while having

minimal impact on low-similarity pairs. Conversely, identical noise

increases pairwise similarities but shows limited impact on already

high-similarity pairs. To promote bidirectional shift in the embed-

ding similarity distribution—reducing the similarities of adjacent

node pairs and increasing those of non-adjacent pairs—we propose

a structured perturbation mechanism that uses the Bernoulli tech-

nique to combine both types of noise. For each node embedding H𝑖 ,

we sample a Bernoulli weight 𝜆𝑖 ∼ Bernoulli(𝑝) to control noise

selection between identical noise n̄ and independent noise n𝑖 :

H̃𝑖 = H𝑖 + 𝜆𝑖 n̄ + (1 − 𝜆𝑖 )n𝑖 , (8)

We compute pairwise cosine similarities with 𝑝 = 0.7, and visualize

distributions via KDE in Figure 2c. Key findings reveal:

• This structured perturbation induces a bidirectional shift in

embedding similarity—non-adjacent pairs exhibit similarity

increases while adjacent pairs show decreases.

• At equivalent noise magnitudes, this approach achieves supe-

rior similarity ranking disruption compared to independent

or identical noise mechanisms, effectively obscuring the dis-

criminative boundary between the embedding similarity of

adjacent and non-adjacent node pairs.

• Empirical results measured by the AUC metric demonstrate

enhanced defense against GRAwithout injecting high-intensity

Gaussian noise, indicating an improved privacy-utility trade-

off in defending against GRA.
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Figure 3: Illustration of our proposed GRASP model. The independent noise n𝑖 tends to decrease the embedding similarity
(push 𝑣𝑖 and 𝑣 𝑗 apart), while identical noise n̄ tends to increase it (pull 𝑣𝑖 and 𝑣 𝑗 closer). Each node embedding H𝑖 is randomly
perturbed by either independent or identical noise with a Bernoulli probability 𝑝. This structured perturbation mechanism
promotes a bidirectional shift in the embedding similarity distribution, which significantly disrupts the relative ranking and
enhances the defense against GRA.

4 The Proposed Defense Method
Overview. Based on the exploratory analysis, the ineffectiveness of

existing DP-GNNs against GRA is attributed to their unstructured

perturbation mechanisms, which only induce unidirectional shifts

in the embedding similarity. To address the limitations of existing

DP-GNN methods, we propose a novel Differentially Private GNN

with Structured Perturbation (GRASP), which promotes bidirec-

tional shifts in the embedding similarity and effectively defends

against GRA, as illustrated in Figure 3. The proposed structured

perturbation leverages both identical noises and independent noises

and promotes a bidirectional shift in the embedding similarity dis-

tribution, which significantly disrupts the relative ranking and

enhances the defense effectiveness against GRA.

Model Details. Formally, the graph G with node features X and

graph structure A is inputted into a GNN model 𝑓𝜃 (e.g., GCN [14],

GAT [34], or GraphSAGE [9]), which iteratively aggregates infor-

mation from a node’s neighbors:

H(𝑙 )
𝑖

= UPDATE

(
AGG

(
{H(𝑙−1)

𝑗
| 𝑣 𝑗 ∈ N (𝑣𝑖 )}

) )
, (9)

where H(0) = X. After 𝐿 rounds of iterative aggregation, we obtain

the final node embeddings H(𝐿)
. To defend against GRA, we aim

to add Gaussian noise to H(𝐿)
. Unlike existing DP-GNNs that add

independent Gaussian noise to each node embedding, we introduce

a simple yet effective Bernoulli technique, where each node embed-

ding H(𝐿)
𝑖

is randomly perturbed by either independent or identical

noise with a predefined probability 𝑝 . Specifically, we sample one

identical Gaussian noise vector n̄ and independent Gaussian noise

vectors n𝑖 from the same Gaussian distribution:

n̄ ∼ N(0, 𝜎2I𝑑 ), n𝑖
i.i.d.∼ N(0, 𝜎2I𝑑 ), (10)

where 𝜎 > 0 is the standard deviation, and I𝑑 is the 𝑑-dimensional

identity matrix. All noise vectors are pairwise independent, i.e.,

n̄ ⊥⊥ n𝑖 and n𝑖 ⊥⊥ n𝑗 for 𝑖 ≠ 𝑗 . Then, we introduce a Bernoulli

technique by generating a weight 𝜆𝑖 for each node, which integrates

the identical Gaussian noise vector n̄ and the independent Gaussian

noise vector n𝑖 with probability 𝑝:

𝜆𝑖 ∼ Bernoulli(𝑝), n′𝑖 = 𝜆𝑖 n̄ + (1 − 𝜆𝑖 )n𝑖 . (11)

Afterwards, we add the noise vector n′
𝑖
fused by the Bernoulli

technique to each node embedding:

H̃𝑖 = Norm

(
H(𝐿)
𝑖

+ n′𝑖
)
, (12)

where Norm(·) is LayerNorm [39] or L2-Norm. This structured

perturbation mechanism integrates the advantages of both types

of noise, thereby promoting bidirectional shift in the embedding

similarity distribution and effectively defending against GRA.

This perturbation mechanism is applied during both the training

and inference phases, thereby enabling full-phase privacy protec-

tion. For the node classification task, the final perturbed node em-

beddings H̃𝑖 are fed into a classifier 𝑓
classifier

, typically a one-layer

MLP, which produces the predicted label Ŷ𝑖 for node 𝑣𝑖 :

Ŷ𝑖 = 𝑓
classifier

(H̃𝑖 ). (13)

To optimize the model, we typically adopt a cross-entropy loss:

L(𝜃 ) = − 1

𝑁

𝑁∑︁
𝑖=1

𝐶∑︁
𝑐=1

Y𝑖,𝑐 log(Ŷ𝑖,𝑐 ), (14)

where Y𝑖,𝑐 is the true label, and Ŷ𝑖,𝑐 is the predicted probability

for node 𝑣𝑖 in class 𝑐 . The parameters 𝜃 of the model are learned

through backpropagation during training.

Discussion. (1) Privacy Guarantee and Computational Effi-
ciency. Our proposed GRASP method inherits the advantages of

existing DP-GNN methods by providing privacy protection during

both training and inference, which satisfies edge-level DP guaran-

tees [30], ensuring that the model does not leak sensitive structural
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Table 1: Comparison of privacy and utility for different perturbation mechanisms under varying Gaussian noise standard
deviations. Privacy in defending against GRA is evaluated with the AUCmetric, while utility in downstream node classification
tasks is assessed with the ACC metric. Lower AUC and higher ACC indicate a better privacy-utility trade-off.

𝜎 Model Cora CiteSeer PubMed Computer Photo CS Physics WikiCS
AUC↓ ACC↑ AUC↓ ACC↑ AUC↓ ACC↑ AUC↓ ACC↑ AUC↓ ACC↑ AUC↓ ACC↑ AUC↓ ACC↑ AUC↓ ACC↑

0.0

GCN 95.81 / 87.75 98.08 / 77.48 84.86 / 90.29 87.99 / 92.44 87.91 / 95.95 93.58 / 94.55 89.61 / 97.20 92.95 / 79.88

GAT 92.98 / 88.12 97.31 / 76.05 90.62 / 88.32 89.86 / 94.09 90.30 / 96.41 94.17 / 96.06 90.12 / 97.09 91.77 / 80.75

0.5

GCN+USP 91.77 / 87.09 88.39 / 73.65 83.34 / 86.83 86.19 / 91.09 86.43 / 95.88 85.82 / 92.42 84.38 / 94.96 89.58 / 79.65

GCN+GRASP 88.85 / 87.66 70.25 / 76.43 64.91 / 88.22 71.15 / 90.64 84.13 / 95.75 70.13 / 93.87 70.43 / 95.75 70.21 / 79.72

GAT+USP 88.13 / 87.85 92.38 / 75.53 84.80 / 88.20 88.03 / 93.80 88.04 / 96.31 93.00 / 95.95 75.95 / 95.13 88.89 / 80.44

GAT+GRASP 74.47 / 87.75 78.67 / 75.53 68.66 / 88.17 88.05 / 93.68 87.58 / 96.37 90.35 / 95.97 66.34 / 95.92 69.79 / 80.67

1.0

GCN+USP 89.98 / 86.83 82.27 / 73.20 78.23 / 84.95 86.20 / 90.42 85.75 / 95.71 81.64 / 89.54 82.85 / 92.52 80.56 / 78.40

GCN+GRASP 74.83 / 87.48 66.22 / 75.75 62.94 / 86.57 70.03 / 90.13 69.38 / 95.69 69.33 / 92.65 68.01 / 95.07 67.37 / 79.59

GAT+USP 86.52 / 87.29 90.53 / 74.32 80.74 / 87.85 85.82 / 93.40 86.76 / 96.22 90.65 / 95.61 73.89 / 92.90 82.58 / 79.96

GAT+GRASP 72.42 / 87.64 73.07 / 75.15 66.15 / 87.64 82.99 / 93.56 80.93 / 96.34 71.22 / 95.79 65.77 / 95.08 67.70 / 80.61

1.5

GCN+USP 88.70 / 86.65 77.62 / 71.77 75.82 / 83.81 87.08 / 90.28 86.30 / 95.63 79.75 / 86.71 81.83 / 91.51 77.25 / 77.35

GCN+GRASP 70.26 / 87.38 64.88 / 74.70 62.15 / 85.79 69.28 / 89.15 68.83 / 95.48 67.97 / 91.89 67.27 / 94.59 64.97 / 79.33

GAT+USP 86.18 / 86.28 88.29 / 74.17 78.24 / 87.55 85.34 / 93.35 84.37 / 96.14 85.76 / 94.67 71.61 / 90.74 73.79 / 79.73

GAT+GRASP 70.64 / 87.38 71.12 / 74.92 65.17 / 87.28 78.77 / 93.49 69.24 / 96.26 70.29 / 95.20 64.69 / 94.39 64.85 / 80.15

2.0

GCN+USP 88.55 / 86.56 75.37 / 68.09 72.88 / 82.16 88.00 / 89.68 84.83 / 95.58 77.50 / 83.87 78.40 / 80.38 76.49 / 75.95

GCN+GRASP 69.21 / 87.29 64.23 / 74.43 61.53 / 85.73 68.32 / 88.82 68.58 / 95.35 67.61 / 91.62 67.04 / 93.30 63.81 / 78.48

GAT+USP 85.02 / 86.10 85.20 / 73.77 74.63 / 87.34 83.53 / 92.71 82.62 / 96.03 85.09 / 94.53 69.59 / 89.33 70.66 / 78.89

GAT+GRASP 69.97 / 87.02 70.22 / 74.40 64.10 / 87.07 75.73 / 93.21 68.54 / 96.18 69.65 / 95.03 64.00 / 93.70 63.25 / 79.63

information about the graph. Moreover, the proposed mechanism

has low computational overhead, as the noise injection process is

straightforward and can be directly applied to the node embeddings.

Details of the theoretical analysis for formal privacy guarantees are

provided in Appendix A.

(2) Integration with varying GNN Architectures. GRASP
distinguishes itself through its model-agnostic design. Unlike exist-

ing DP-GNN methods (e.g., GAP [30], DPDGC [3]), which require

specialized architectures for privacy preservation, GRASP employs

a structured perturbation mechanism that serves as a plug-and-

play module. This mechanism can be seamlessly integrated into

any GNN architecture without modifying their internal structures.

5 Experiments
In this section, we conduct a comprehensive evaluation of the pro-

posed GRASP model on benchmark datasets, with the aim of an-

swering the following research questions:

• RQ1: Does GRASP outperform state-of-the-art methods in

privacy-utility trade-off when defending against GRA?

• RQ2: Can GRASP be integrated into existing DP-GNNs to

enhance their privacy-utility trade-off against GRA?

• RQ3:What is the sensitivity of GRASP with respect to the

Bernoulli probability 𝑝 of integrating two types of noise?

5.1 Experimental Setup
5.1.1 Datasets. We select eight classic graph benchmark datasets

for node classification. Cora, CiteSeer, and PubMed are three widely

used citation networks [31]. Computer and Photo [32] are co-

purchase networks where nodes represent goods and edges in-

dicate that the connected goods are frequently bought together. CS

and Physics [32] are co-authorship networks where nodes denote

authors and edges represent that the authors have co-authored

at least one paper. We adhere to the widely accepted practice of

training/validation/test splits of 60%/20%/20% [23]. Furthermore,

we utilize the WikiCS dataset and use the official splits provided

in [26]. Details of the datasets are provided in Appendix B.1.

5.1.2 Baselines. GAP [30] and DPDGC [3] are state-of-the-art DP-

GNNmethods that design specialized model architectures for graph

privacy protection. Both methods incorporate unstructured per-

turbation into the node embeddings, and have been proven to

satisfy edge-level DP guarantees. MC-GPB [45] is an advanced

regularization-based method, which reduces the mutual informa-

tion between node embeddings and the graph structure via an

explicit loss function. Moreover, we integrate unstructured per-

turbation (USP) adopted by existing DP-GNNs and our proposed

GRASP into the basic GCN [14] and GAT [34], yielding the models

GCN+USP andGAT+USP, aswell as GCN+GRASP andGAT+GRASP.

5.1.3 Settings. Our proposed GRASP method is model-agnostic.

Recent work [23] fine-tuned the hyperparameters of GCN and GAT

on classic graph benchmark datasets, and we directly use their

model settings as the backbone. For the baselines GAP, DPDGC,

and MC-GPB, we use their publicly available code and the hyper-

parameter search ranges proposed in the respective papers. Details

of the settings are provided in Appendix B.2.
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Figure 4: Comparison of privacy-utility trade-off with baseline methods. The points in the figures represent experimental
results under different hyperparameter settings (e.g., noise intensity for DP-GNNs, regularization weight for MC-GPB).

(a) Privacy-utility trade-off on the Photo dataset.

(b) Privacy-utility trade-off on the Physics dataset.

(c) Privacy-utility trade-off on the WikiCS dataset.

Figure 5: Comparison of privacy and utility performance
by integrating GRASP into GAP. Existing DP-GNN methods
integrating our proposed GRASP achieve a better privacy-
utility trade-off in defending against GRA.

5.1.4 Metrics. Privacy protection methods often trade off privacy

and utility in downstream tasks. GRA can be viewed as an edge-

level binary classification problem, and we use the AUC metric to

evaluate the effectiveness of protecting graph structure in defending

against GRA. The ACC metric is used to assess the model’s utility

in node classification tasks. Details are provided in Appendix B.3.

5.1.5 Privacy-Utility Trade-off Comparison (RQ1). To assess the

effectiveness of the proposed GRASP model, we first validate the

limitations of unstructured perturbations (USP) used in state-of-the-

art DP-GNNs, such as GAP and DPDGC, which add independent

noise to node embeddings. For comparison, we integrate USP into

the basic GCN and GAT architectures, resulting in GCN+USP and

GAT+USP models. Additionally, we incorporate GRASP into these

architectures to create GCN+GRASP and GAT+GRASP models. We

train and evaluate these models with varying Gaussian noise stan-

dard deviations, measuring privacy protection through GRA per-

formance and utility through downstream node classification tasks.

The results are shown in Table 1.

As the noise standard deviation increases, both methods show a

trade-off between privacy and utility, with the performance of

GRA and downstream tasks decreasing. Our method, however,

significantly reduces GRA performance at low noise levels (e.g.,

𝜎 = 0.5, 1.0), effectively preserving graph structure privacy, whereas

unstructured perturbations are less effective at such noise levels.

Furthermore, although utility in downstream tasks decreases with

increasing noise, GRASP consistently outperforms USP-based meth-

ods. We attribute this to the structured perturbation mechanism

of GRASP, which uses more identical noise, reducing randomness

and lessening the impact on downstream tasks. Overall, GRASP’s

structured perturbation mechanism enhances GRA defense and

achieves a better privacy-utility trade-off.

To fairly compare the privacy-utility trade-offs with baseline

methods, we evaluated model performance under varying hyper-

parameters (e.g., noise intensity for DP-GNNs and regularization

weight for MC-GPB), as shown in Figure 4. Our experiments show

that DP-GNN methods such as GAP and DPDGC, which use un-

structured perturbations, fail to adequately disrupt the relative

ranking of embedding similarities, leaving them vulnerable to GRA.

Although MC-GPB incorporates a regularization term to mitigate

GRA, it degrades node embedding quality. In contrast, GRASP em-

ploys a structured perturbation mechanism, inducing bidirectional

shifts in embedding similarity. Consequently, GRASP more effec-

tively defends against GRA while preserving downstream utility,

achieving a superior privacy-utility trade-off.

5.1.6 Integration with Existing DP-GNNs (RQ2). To further validate
the effectiveness of GRASP’s structured perturbation in defending

against GRA, we integrate it into GAP, a DP-GNN method relying

on unstructured perturbation, and compare privacy-utility trade-

offs. As shown in Figure 5, the GAP model integrating GRASP

demonstrates enhanced resistance against GRA while simultane-

ously improving utility on downstream tasks. This improvement

originates from structured perturbation achieving sufficient em-

bedding similarity disruption while reducing unnecessary noise

randomness compared to unstructured perturbation.

5.1.7 Sensitivity Analysis (RQ3). Our proposed GRASP introduces

a structured perturbation mechanism, integrating identical and

independent Gaussian noise with Bernoulli probability 𝑝 . To inves-

tigate the effect of 𝑝 on graph structure protection and downstream

task utility, we conduct experiments on the CiteSeer and PubMed

datasets.We vary the value of 𝑝 to evaluate its impact, where 𝑝 = 0.0

corresponds to the use of purely independent noise (as used in exist-

ing DP-GNNs), and 𝑝 = 1.0 represents the use of entirely identical
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(a) Privacy and utility performance on the CiteSeer dataset.

(b) Privacy and utility performance on the PubMed dataset.

Figure 6: Performance of GRASP with varying hyperparam-
eter 𝑝. As 𝑝 increases, the effectiveness of GRA initially de-
creases and then increases, while the utility in node classifi-
cation tasks tends to improve.

noise. These experiments are conducted under different noise stan-

dard deviations 𝜎 to assess the trade-offs in privacy protection and

utility. The results are shown in Figure 6.

From the privacy curves, we observe that as 𝑝 increases, the GRA

performance initially decreases and then increases. This suggests

that neither pure identical noise nor independent noise provides

the optimal privacy protection for graph structure, as they only in-

duce unidirectional shifts in embedding similarities. By integrating

both types of noise, our method achieves better privacy protection

against GRA. Regarding the utility curves, we notice that as 𝑝 in-

creases, the utility in downstream tasks tends to improve. This can

be attributed to the increasing proportion of identical noise, which

introduces less randomness compared to independent noise, thus

reducing the disruption to downstream tasks.

6 Related Work
6.1 Graph Reconstruction Attacks
Graph reconstruction attacks (GRAs), also known as link stealing

attacks [10, 15], aim to infer graph structural information from

GNNs. Existing research has explored various attack scenarios

with different levels of adversary capabilities and prior knowledge.

When attackers can only access node embeddings, similarity-based

GRAs have shown significant effectiveness. [5] empirically demon-

strated that pairwise node similarities in GNN embeddings can

reveal structural patterns. [2] further provided both theoretical and

empirical evidence for reconstructing graphs from DeepWalk [29]

embeddings. Recently, [37] established a theoretical framework

for similarity-based GRAs. For adversaries with black-box access

to GNN models, [10] systematically studied attack strategies un-

der different prior knowledge conditions, including node features,

partial graph structures, and shadow datasets. In white-box attack

scenarios where model internals are accessible, [43] formulated

GRA as an optimization problem that maximizes node classifica-

tion accuracy using gradient-based methods. [45] introduced an

information-theoretic approach to exploit intermediate representa-

tions in GNNs. Recent studies also investigate adversaries capable

of modifying graph data. [36] proposed LinkTeller, which perturbs

node features to expose structural vulnerabilities through influ-

ence analysis. [25] demonstrated that injecting malicious nodes

into graphs can enable edge inference. Despite the diversity of at-

tack methods, attacks requiring stronger assumptions achieve only

limited performance improvements compared to embedding-based

GRAs [37]. Therefore, similarity-based GRAs deserve prioritized at-

tention due to their practical relevance—they require minimal prior

knowledge and pose immediate threats in real-world applications.

6.2 Graph Reconstruction Defenses
GRAs can be seen as edge-level membership inference attacks [11,

12, 16, 33]. Differential privacy (DP) [7, 24, 44] offers a principled

defense framework by formally limiting structural information leak-

age. Recent works [3, 30, 36] integrate edge-level DP into GNNs

to protect sensitive graph topologies. While standard DP training

[1] ensures provable privacy during model training, it fails to pro-

tect against inference-phase attacks [3]. To address this, existing

defenses primarily inject noise into GNN computations. Early ap-

proaches [36] applied edge perturbation before GNN training, but

such aggressive preprocessing severely degrades utility. Modern DP-

GNN frameworks [3, 30, 37, 38] instead perturb node embeddings

during aggregation layers—this preserves utility while ensuring

privacy guarantees across both training and inference at minimal

computational cost. Alternative methods based on information

bottleneck principles [35, 45] attempt to minimize privacy leak-

age through regularization or adversarial training. However, these

approaches lack formal privacy guarantees and introduce signifi-

cant computational overhead [37]. DP-GNNs currently represent

the state-of-the-art defense paradigm due to three key advantages:

end-to-end protection across all learning phases, mathematically

bounded privacy risks, and practical computational efficiency [30].

Nevertheless, they neither evaluate defense effectiveness against

graph reconstruction attacks nor optimize noise injection mecha-

nisms for edge-level privacy preservation.

7 Conclusion
In this paper, we demonstrate that existing DP-GNNs remain vul-

nerable to GRA, as their unstructured perturbations inadequately

disrupt the relative ranking of embedding similarities. To address

this, we propose GRASP, a novel DP-GNN that introduces struc-

tured perturbations by integrating both independent and identical

noise, inducing bidirectional shifts in similarity distribution to inval-

idate GRA. Experiments confirm GRASP’s superior defense against

GRA and improved privacy-utility trade-offs. Future work will in-

vestigate the theoretical foundations of structured perturbations

for preserving graph structural privacy under DP frameworks.
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A Theoretical Analysis
Theory 1 (Edge-Level Differential Privacy Guarantee of

GRASP). Let Agg(𝑋,𝐴) = 𝐴𝑇𝑋 be the summation aggregation func-
tion in GRASP, where the input feature matrix 𝑋 is row-normalized
such that ∀𝑣 ∈ V : ∥𝑋𝑣 ∥2 = 1. Then, the edge-level sensitivity of
GRASP’s aggregation function satisfies ΔAgg = 1. By applying the
Gaussian mechanism with noise scale 𝜎 to the aggregated embeddings,
GRASP guarantees (𝛼, 𝛼/2𝜎2)-Rényi Differential Privacy (RDP) at
the edge level.

Proof. We adapt the proof of Lemma 1 and Theorem 1 in [30] to

our GRASPmethod. Let𝐴 and𝐴′
be adjacencymatrices of two edge-

level adjacent graphs differing in a single edge (𝑢, 𝑣). Without loss

of generality, assume𝐴𝑣,𝑢 = 1 and𝐴′
𝑣,𝑢 = 0. Let𝑀 = Agg(𝑋,𝐴) and

𝑀′ = Agg(𝑋,𝐴′) denote the aggregation outputs. The Frobenius

norm of their difference is bounded as:

∥𝑀 −𝑀′∥𝐹 =

(
𝑁∑︁
𝑖=1

∥𝑀𝑖 −𝑀′
𝑖 ∥

2

2

)1/2

(15)

For any node 𝑖 ≠ 𝑢, the 𝑖-th row satisfies 𝑀𝑖 = 𝑀′
𝑖
because the

adjacency matrices differ only at entry (𝑣,𝑢). For node 𝑢, we have:

∥𝑀𝑢 −𝑀′
𝑢 ∥2 =

 𝑁∑︁
𝑗=1

(𝐴 𝑗,𝑢 −𝐴′
𝑗,𝑢 )𝑋 𝑗


2

= ∥(𝐴𝑣,𝑢 −𝐴′
𝑣,𝑢 )𝑋𝑣 ∥2 (16)

Substituting 𝐴𝑣,𝑢 − 𝐴′
𝑣,𝑢 = 1 and using the row-normalization

condition ∥𝑋𝑣 ∥2 = 1:

∥𝑀𝑢 −𝑀′
𝑢 ∥2 = ∥𝑋𝑣 ∥2 = 1 (17)

Thus, the overall Frobenius norm becomes:

∥𝑀 −𝑀′∥𝐹 =

(
0 + · · · + ∥𝑀𝑢 −𝑀′

𝑢 ∥2

2
+ · · · + 0

)
1/2

= 1 (18)

This demonstrates the edge-level sensitivity ΔAgg = 1 for GRASP’s

aggregation function. Following [27], addingGaussian noiseN(0, 𝜎2𝐼 )
to the aggregated embeddings ensures (𝛼, 𝛼/2𝜎2)-RDP per opera-

tion. As GRASP applies this mechanism only once, the total privacy

budget is:

𝜖 (𝛼) = 𝛼/2𝜎2
(19)

Therefore, GRASP satisfies (𝛼, 𝛼/2𝜎2)-RDP at the edge level, com-

pleting the proof. □

B Experimental Details
B.1 Datasets
We evaluate our method on eight widely used graph benchmark

datasets spanning multiple domains. Table 2 summarizes their sta-

tistical characteristics. Below we describe the contextual semantics

of each dataset:

Cora, CiteSeer, and PubMed [31] are citation networks where

nodes represent academic papers and edges denote citation rela-

tionships. Node features are bag-of-words representations of paper

contents, and classes correspond to academic topics.

Computer and Photo [32] are Amazon co-purchase networks

where nodes represent products, and edges indicate that two goods

are frequently bought together. Features describe product reviews,

while classes correspond to product categories.

CS and Physics [32] are co-authorship networks where nodes

represent authors, with edges denoting co-authorship of at least

one paper. Node features contain keywords from authors’ papers,

and classes represent research subfields.

WikiCS [26] is a network of Computer Science-relatedWikipedia

articles. Nodes represent articles, and edges indicate hyperlinks

between them. Features are derived from article embeddings, with

classes corresponding to article categories.

Table 2: Statistics of benchmark datasets.

Dataset Nodes Edges Features Classes

Cora 2,708 5,278 1,433 7

CiteSeer 3,327 4,522 3,703 6

PubMed 19,717 44,324 500 3

Computer 13,752 245,861 767 10

Photo 7,650 119,081 745 8

CS 18,333 81,894 6,805 15

Physics 34,493 247,962 8,415 5

WikiCS 11,701 216,123 300 10

B.2 Hyperparameters
Our proposed GRASP method is model-agnostic and compatible

with various graph neural network architectures. Following recent

work [23] that systematically optimized hyperparameters for classic

GNN baselines, we directly adopt their fine-tuned settings for GCN

and GAT backbones without additional modifications. Tables 3

and 4 detail the dataset-specific configurations for GCN and GAT

respectively, including normalization strategies, dropout rates, and

architectural parameters.

Table 3: GCN hyperparameter settings across datasets.

Dataset ResNet Dropout Layers Hidden LR

Cora No 0.7 3 512 0.001

CiteSeer No 0.5 2 512 0.001

PubMed No 0.7 2 256 0.005

Computer No 0.5 3 512 0.001

Photo Yes 0.5 6 256 0.001

CS Yes 0.3 2 512 0.001

Physics Yes 0.3 2 64 0.001

WikiCS No 0.5 3 256 0.001

B.3 Metrics
To evaluate the effectiveness of privacy protection against graph

reconstruction attacks (GRA), we adopt the AUC (Area Under the

ROC Curve) metric. Let A ∈ {0, 1}𝑁×𝑁
denote the ground-truth

adjacency matrix, and Â∗
represent the predicted adjacency ma-

trix derived from node embeddings H𝑖 and H𝑗 through similarity

computation and sigmoid activation:

Â∗
𝑖 𝑗 = 𝜎

(
Sim(H𝑖 ,H𝑗 )

)
, (20)

where Sim(·) measures embedding similarity (e.g., cosine similarity)

and 𝜎 (·) is the sigmoid function. The AUC score is computed by
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Table 4: GAT hyperparameter settings across datasets.

Dataset ResNet Dropout Layers Hidden LR

Cora Yes 0.2 3 512 0.001

CiteSeer Yes 0.5 3 256 0.001

PubMed No 0.5 2 512 0.01

Computer No 0.5 2 64 0.001

Photo Yes 0.5 3 64 0.001

CS Yes 0.3 1 256 0.001

Physics Yes 0.7 2 256 0.001

WikiCS Yes 0.7 2 512 0.001

comparing the predicted probabilities Â∗
𝑖 𝑗
against the ground-truth

edgesA𝑖 𝑗 across all node pairs (𝑖, 𝑗). This metric quantifies howwell

the protection method obscures edge existence while considering

both true positive and false positive rates across all classification

thresholds.

For utility evaluation in node classification tasks, we use the

ACC (Accuracy) metric. Let Y ∈ {0, 1}𝑁×𝐶
be the one-hot encoded

ground-truth labels for 𝑁 nodes and 𝐶 classes, and Ŷ denote the

predicted class probabilities from the model. The classification loss

L(𝜃 ) is computed via cross-entropy:

L(𝜃 ) = − 1

𝑁

𝑁∑︁
𝑖=1

𝐶∑︁
𝑐=1

Y𝑖,𝑐 log(Ŷ𝑖,𝑐 ). (21)

The ACC metric is derived by comparing the predicted labels

arg max𝑐 Ŷ𝑖,𝑐 with the ground-truth labels arg max𝑐 Y𝑖,𝑐 :

ACC =
1

𝑁

𝑁∑︁
𝑖=1

I
(
arg max

𝑐
Ŷ𝑖,𝑐 = arg max

𝑐
Y𝑖,𝑐

)
, (22)

where I(·) is an indicator function. This measures the proportion of

correctly classified nodes, reflecting the model’s utility preservation

under privacy protection.
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