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Contribution

Main Framework -- F2GNN

Problem Statement
•  We propose F2GNN to segment user features to mine hidden 

fraudulent information for graph-based fraud detection. 

•  We utilize adaptive graph filters on each segmented feature to 

model fraudulent behaviors and effectively address the class 

imbalance issue.

•  Experiments on two real-world datasets for graph-based fraud 

detection validate the effectiveness of F2GNN.

Conclusion
Contact

Motivation Datasets

• This paper studies the adversarial camouflage of fraudulent features 

and class-imbalance issues in graph-based fraud detection.

• We introduce a novel approach of feature segmentation modeling 

and apply frequency-adaptive filters on the corresponding segments. 

They are used respectively to address fraud camouflage and class 

imbalance issues between fraudulent and benign users.

• The experiments on two public real-world datasets validate the 

effectiveness of our proposed method. 

• Graph-based fraud detection is a 

semi-supervised binary node 

classification problem on a graph. 

• Each node 𝑣 represents the target 

entity, which has a label 𝑦𝑣 ∈ {0, 1}. 

The label 0 represents benign and 1 

represents fraud.

✓ Adaptive Filter Analysis

•  We simultaneously use high-frequency and low-frequency 

filters and linearly combine them for adaptive filtering.

✓ Feature Segmentation

•  We transform original node features 

into higher-dimensional embeddings, 

then divide these into 𝑆𝑛 segments, 

each of dimension 𝑆𝑑 .

Sensitivity

• The optimal performance is achieved when the features are 

divided into 8 segments on YelpChi, while on Amazon, the 

best results are obtained with 2 segments.

• YelpChi has more concealed fraud features, so it requires 

more segments to increase the granularity.

• Excessive segmentation may introduce unnecessary 

complexity and decrease model performance.

• The feature segmentation of F2GNN gains more improvement on YelpChi 

than Amazon. Because YelpChi has a larger number of fraudsters, but the 

similarity of node features is high, indicating that fraudulent features are 

more concealed. In contrast, Amazon exhibits more obvious fraud features.

•  Fraudsters actively camouflage to evade detection, 

which may result in behaviors representing 

fraudulent characteristics occupying only a small 

dimension of the overall features.

•  The number of fraudsters and the feature dimensions 

representing fraudulent behavior are both scarce, and 

the smoothing properties of low-pass filters may not 

be suitable for handling this task.
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