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BACKGROUND: FRAUD DETECTION TASK

Fraud detection tasks become easier when discrete 

entities are built as graphs.

Task: Distinguish 

whether a node in a 

graph is a fraudulent 

node or a benign node.
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BACKGROUND: CHALLENGES

Label Imbalance:

In practical scenarios, fraud 

samples are often very rare. 

I got 99.9% accuracy 

by classifying all nodes 

as benign nodes!

Overfitting on Majority:

Such models are highly 

accurate but fail to learn from 

the data to identify fraudsters.
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BACKGROUND: MOTIVATION

AUC-oriented training tends to obtain a model 

with the competitive ability for classifying both 

benign nodes and fraud nodes. 
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BACKGROUND : STOCHASTIC AUC MAXIMIZATION

Maximize its 

unbiased 

estimation

L2 convex 

surrogates
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BACKGROUND : STOCHASTIC AUC MAXIMIZATION
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BACKGROUND: OBSERVATION

AUC is not maximized!
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BACKGROUND: CHALLENGES

Polluted Topology:

Fraudulent nodes often 

confuse their identities by 

interacting with other nodes.

is a topological cleaner
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AUC-oriented GNN: SCHEMATIC
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AO-GNN: EDGE PRUNING MDP
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AO-GNN: MODEL OVERVIEW
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AO-GNN: ACCELERATING MECHANISMS

⚫ Parameter sharing: all policy networks to share a GNN layer

⚫ Halting Mechanism: restrict the maximum number of deleting for 

each node

⚫ Surrogate reward: reduces the complexity of returning reward 

from 𝑂(𝑛𝑙𝑜𝑔𝑛) to 𝑂(𝑛)
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EXPERIMENT: DATASET

Our datasets vary in many dimensions.

YelpChi: spam reviews detection

Amazon: fraud users detection

Books: fake-order item detection
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EXPERIMENT: PERFORMANCE COMPARISON

RQ1 Does AO-GNN outperform 

state-of-the-art GNN-based 

fraud detection models? 

RQ2 How significant are the 

classifier parameter searching 

and the edge pruning policy 

searching in boosting AUC?
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EXPERIMENT: AUC EVOLVING PROCESS STUDY

⚫ After each falling, the AUC curves gain a longer-lasting growth and 

higher upper bound

RQ3 How does AUC evolved in parameter searching?
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EXPERIMENT:  PRUNED EDGES STUDY

RQ4 What kind of edges are easier to be pruned? 

⚫ R-U-R edges are hardly pruned in YelpChi.

⚫ U-P-U edges are very noisy in Amazon.
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EXPERIMENT: ACCELERATE MECHANISMS STUDY

RQ5 How effective are RL accelerating mechanisms? 

⚫ Surrogate loss accelerates trajectory simulating 25-30 times.

⚫ Pruning 10 edges per node achieves best AUC improvement.
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CONCLUSION

⚫ We propose a novel GNN-based model for fraud detection from 

the standpoint of AUC maximization.

⚫ We formulate neighbors choosing as an MDP with a theoretical 

guarantee of maximizing AUC and solve it by Deep RL.

⚫ Experiments on three public datasets demonstrate that AO-GNN 

clearly outperforms the state-of-the-art baselines.
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